Changes in heat stress considering temperature, humidity, and wind over East Asia under RCP8.5 and SSP5-8.5 scenarios
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Abstract
The net effective temperature (NET), an index that includes the combined effects of temperature, humidity, and wind, was used along with temperature to assess the impacts of climate change on the heat stress perception in East Asia, one of the regions considered most vulnerable to heat stress. The need for dynamic downscaling has been emphasized because the regional effects of climate change do not follow the global levels linearly. In this study, daily maximums calculated from the 3-hourly data downscaled by five different regional climate models from four coupled general circulation models participating in Coordinated Regional Climate Downscaling Experiment-East Asia phase 2 were utilized. To account for the fact human beings acclimate to their environments, 95th percentile of the maximum temperature and maximum NET was used along with the average boreal summer maximum temperatures/NETs. The performance of the models was assessed first, which showed that the models reproduced the current climate well. Future projections revealed an increase in both average and 95th percentile of the maximum temperature and NET over the entire domain for both the RCP8.5 and SSP5-8.5 scenarios. The increase in heat stress (NET) was slightly larger than the temperature itself, with an increase of up to 7/10°C for temperature and 8/11°C for NET in RCP8.5/SSP5-8.5, respectively. The overall increases in temperature and NET were projected to be higher in the higher latitudes, while the increase in the frequency of the temperature and NET extremes was predicted to be higher in the already vulnerable regions in the southern part of the domain.
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1 | INTRODUCTION

According to the Intergovernmental Panel on Climate Change (IPCC) reports (IPCC, 2007; 2014), worldwide observed global warming is most likely a consequence of the anthropogenic increase in greenhouse gases. Human emissions are currently the highest in history (Ritchie and Roser, 2020), and the resulting climate change has and will have significant effects on ecosystems and human lives. Changes in temperature extremes and heat waves have been observed globally, particularly in Asia, Europe, and Australia (IPCC AR5). East Asia is one of the most vulnerable areas for climate change, owing to several natural and anthropogenic factors, such as topography and population density (Prajapat et al., 2019 and Im et al., 2017 for India; Lee and Min, 2018 and Jo et al., 2020 for South Korea).

The human experience of heat depends on many factors that affect heat exchange between human beings and the environment. There are simple formulas for the feeling of heat, which usually include temperature and humidity, for example, indoor apparent temperature (Steadman, 1984), wet bulb temperature (Stull, 2011), and other heat indices (e.g., Diffenbaugh et al., 2007). Their main advantage is being easy to calculate using existing data. On the other hand, very complicated bioclimatic indices such as the Universal Thermal Climate Index (UTCI; Blazejczyk et al., 2011) and physiological equivalent temperature (Höppe, 1999) provide detailed data, but they either require complicated technology to acquire the necessary measurements or are complicated to calculate. The net effective temperature (NET), which was developed as the effective temperature (ET) by Missenard (1937) and updated by WMO in 1972 to include wind, is an index that includes temperature, humidity, and wind. These parameters can be obtained easily from both measurements and model outputs while having comparable performance to the more complicated indices, such as UTCI (Blazejczyk et al., 2011). While some of the more complicated indices can be obtained from model projections by applying certain assumptions, they require greater number of variables than NET, as well as observational data which is often not available. For example, wet bulb globe temperature (WBGT) has been used to assess heat stress projection before (Suzuki-Parker and Kusaka, 2016), but WBGT calculations include measuring or estimating globe temperature. Formulas to estimate globe temperature are usually made by fitting the model data to the observational data, and therefore these formulas are not always applicable on larger domains or for all conditions (Okada and Kusaka, 2013). UTCI calculation, on the other hand, involves either several time-consuming steps, or the polynomial regression which is not as accurate. The UTCI calculation errors are around 1.2 K when wind speeds of over 20 m·s⁻¹ are excluded, which could be considered an acceptable level (Bröde et al., 2012), but when the errors in the model performance of each variable are taken into account, using NET is most reasonable given the simplicity of calculations and comparable performance to UTCI.

The most common way to assess the impact of future climate change on human lives is using coupled general circulation models (CGCMs). CGCMs provide a good overall picture but are unsuitable for the regional impacts because of the relatively low resolution (100–300 km). Therefore, regional climate models (RCMs) are used widely to dynamically downscale the CGCM output over regions of complex topography (i.e., Park et al., 2016; Zou and Zhou, 2016; Im et al., 2017; Jo et al., 2019). Several previous studies have shown that there is added value in RCM simulations when analysing regions of complex topography, islands, and coastal regions, which comprise large parts of domain analysed in this study. In addition, the added value of RCMs is even more visible in the simulation of the extremes and tail-ends of the distributions (e.g., Lee and Hong, 2014; Ciarlo et al., 2021), which is what we have analysed in this study. The main aims of the Coordinated Regional Climate Downscaling Experiment (CORDEX; https://cordex.org/) are to obtain the added value by improving the resolution, both spatial and temporal, which enables a better reproduction of extreme values, and to reduce the model uncertainty by using a multiple-model ensemble in simulating regional climate. In particular, when assessing the impact of climate extremes, it is essential to use several models because the uncertainties in those changes are larger than in changes in the mean values.

The CORDEX-EA (East Asia) phase 2 domain covers most areas of Asia vulnerable to extreme heat. Several studies assessed the impacts of changes in climate extremes over East Asia using regional models (Oh et al., 2014; Ahn et al., 2016; Ngo-Duc et al., 2016; Park and Min, 2019), but they focused only on the direct model output variables, such as temperature and precipitation. Some previous studies also approximated the regional effects of heat stress using the indices based on temperature and humidity (e.g., Casanueva et al., 2019, for Europe using the wet-bulb globe temperature with constant wind and radiation assumption; Sylla et al., 2018, for West Africa using the National Oceanic and Atmospheric Administration/National Weather Service heat index; Im et al., 2017; for South Asia using the wet-bulb temperature).

On the other hand, there is a paucity of studies for the whole East Asia domain, which take wind and human adaptability into account when addressing heat stress while simultaneously using multi CGCM-RCM chains. This study assesses the changes in heat stress defined by temperature, humidity, and wind using the fine resolution 3-hourly data from a large number of CGCM-RCM chains. Hence, detailed analyses of projected changes over the whole East Asia domain could be performed.
2  DATA AND METHODS

2.1  Data

Dynamical downscaling of the four CGCMs from Coupled Model Intercomparison Project (CMIP) phases 5 and 6 has been done under the national framework in South Korea. In total, 10 CGCM-RCM chains were used in the present study. Three of the CGCMs used are part of CMIP phase 5: Earth System Model from the Geophysical Fluid Dynamics Laboratory (GFDL-ESM2M; Dunne et al., 2012), Max Planck Institute Earth System Model Low Resolution (MPI-ESM-LR; Giorgetta et al., 2013), and Hadley Centre Global Environment Model version 2 – Atmosphere–Ocean (HadGEM2-AO; Martin et al., 2011) and one model is part of CMIP phase 6: UK Earth System Model (UKESM; Sellar et al., 2019). Table 1 lists the RCMs used, their parameterizations and resolutions, CGCM-RCM chains, and the institutions producing the downscaled data. In addition, all RCMs use spectral nudging.

This study used the following three simulations: historical, which spans 1981–2005, and two future simulations, which span 2081–2099. The future simulations were based on representative concentration pathway (RCP) scenario RCP8.5 for models from CMIP5 and shared socioeconomic pathway 5 based on RCP8.5 (SSP5-8.5) for the model from CMIP6. Based on the scenarios they use, the models were split into two groups, and an ensemble was done for each group separately, hereafter called “CMIP5_ens” and “CMIP6_ens.” The reason for using 2099 instead of standard 2100 as a final year is purely technical because some of the CGCM-RCM chains used only have model output until January 1, 2100.

For model validation, JRA-55 (Japan Meteorological Agency, 2013) data was used for the domain of 75°–180°E, 0°–50°N, which roughly corresponds to the CORDEX-EA2 domain. The variables used were the gridded near-surface temperature, near-surface humidity, and near-surface wind in the 3-hourly time and 55 km horizontal resolution. Given that the downscaled model data has a finer resolution than the JRA-55 data, it is expected it will be sufficient to describe the regional changes in the heat stress-related extremes. JRA-55 is the third-generation reanalysis that uses the full observation system and is in good accordance with the measurements (Kobayashi et al., 2015). Furthermore, JRA-55 is a fine resolution dataset, which has all of the required variables (temperature, humidity, and wind) readily available. All the data used were regridded to a 0.25° × 0.25° grid for comparison purposes. Model data were regridded using simple inverse distance weighting, while JRA-55 data were regridded using conventional bilinear interpolation. As the JRA-55 data are on the rectilinear grid, and the model data are originally on the curvilinear grid, different methods had to be employed to regrid the data to the common grid.

2.2  Methods

Two variables were used to assess the changes in the heat stress by the end of the 21st century: daily maximum temperature and the daily maximum NET. NET is a useful parameter because of several factors: it is simple to compute, easy to interpret, and consistent with the human perception of heat (Li and Chan, 2000). Although NET was used only to assess heat stress in the present study, this variable can also assess wind chill. NET formula is as follows (WMO, 1972):

\[
\text{NET} = 37 - \frac{37 - T}{0.68 - 0.0014RH + \frac{1}{1.6 + 1.4v^2}} - 0.29(1 - 0.01RH),
\]

where NET is the net effective temperature in °C; $T$ is the near-surface air temperature in °C; $RH$ is the relative humidity in %; and $v$ is the near-surface wind speed in m s$^{-1}$.

NET was calculated on a 3-hourly basis for the boreal summer period (June–July–August [JJA]). The largest contribution was from the temperature itself, and while the effects of temperature and humidity were linear, the effect of wind was nonlinear (Figure S1, Supporting Information).

World Meteorological Organization (WMO), World Health Organization (WHO), and United Nations Environmental Programme (UNEP) consider that temperatures over 95th percentile at specific locations can pose a threat to human health (WMO and WHO, 2015). Percentile value is used instead of absolute values to account for the fact that human beings acclimate to the climate they live in, particularly in moderate climates (Jones et al., 1982; Kalkstein and Davis, 1985). The daily maximum temperatures and daily maximum NET calculated from the 3-hourly values for the JJA season were used because this study focused on the summer heat stress. The 95th percentile was then calculated from these maximum values. The limitation of this approach is that the actual maximum temperatures and NETs might not be occurring at any of those times. Although the maximum temperature for a certain day exists as a model output, the NET value itself was not calculated within the models. Therefore, the same method was used for both the maximum temperature and NET for comparison and consistency.

3  RESULTS

3.1  Model evaluation

Figure 1 presents the Taylor diagrams for the model performance in regards to temperature. The temperature
<table>
<thead>
<tr>
<th>RCM</th>
<th>CGCMs downscaled (CMIP phase)</th>
<th>Institution</th>
<th>RCM parameterizations</th>
<th>Resolution (lat × lon)</th>
<th>RCM reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPI-ESM-LR (CMIP5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>UKESM (CMIP6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMS v.5</td>
<td>HadGEM2-AO (CMIP5)</td>
<td>Ulsan National Institute of Science and Technology (UNIST)</td>
<td>CPS: Kain and Fritsch, EMS: Reisner II, Radiation: CCM2, LSM: CLM3, PBL: YSU</td>
<td>25 km, 260 × 405</td>
<td>Grell et al. (1994)</td>
</tr>
<tr>
<td></td>
<td>MPI-ESM-LR (CMIP5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCLM v.5</td>
<td>HadGEM2-AO (CMIP5)</td>
<td>Pohang University of Science and Technology (POSTECH)</td>
<td>CPS: Tiedke, EMS: Extended DM, Radiation: Ritter and Galeyn, LSM: TERRA ML, PBL: Davies and Tumer</td>
<td>25 km, 231 × 376</td>
<td>Doms and Baldauf (2013)</td>
</tr>
<tr>
<td></td>
<td>MPI-ESM-LR (CMIP5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>UKESM (CMIP6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRIMs v.3</td>
<td>UKESM (CMIP6)</td>
<td>Kongju National University (KNU)</td>
<td>CPS: Simplified Arakawa-Schubert, Radiation: LW: Chou, SW: Chou and Suarez, LSM: NOAH LSM, PBL: YSU</td>
<td>25 km, 252 × 401</td>
<td>Hong et al. (2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: CPS, cloud parameterization scheme; LSM, land-surface model; LW, long wave; PBL, planetary boundary layer; SW, short wave.
was simulated well in all models throughout the day in both pattern correlation and bias. The domain time zones ranged from GMT + 5.5 (India) to GMT + 9 (South Korea and Japan). Therefore, for the present research, the most important performance of the models is for 0300, 0600, 0900, and 1200 GMT (top two rows) because that is when the maximum temperatures occur. The biases depended on the time of the day and the model, and ranged from −9.19% (UKESM_CCLM) to +3.64% (HG2_MM5) for 0300 GMT, −12.06% (UKESM_CCLM) to +3.21% (HG2_MM5) for
0600 GMT, −9.17% (GFDL_RegCM) to −0.06% (MPI_WRF) for 0900 GMT and from −10.34 (GFDL_RegCM) to +3.42% (HG2_CCLM) for 1200 GMT. Majority of the models have bias of under 5% for these times. Interestingly, some of the models have much smaller biases during the day (e.g., all chains with WRF), some during the night (e.g., UKESM_GRIMs and UKESM_CCLM), and for some, the performance does not appear to be time-dependent. This might be due to the different radiation schemes used in the regional models. This bias appears to depend mainly on the

**FIGURE 2** Same as Figure 1, but for NET
[Colour figure can be viewed at wileyonlinelibrary.com]
FIGURE 3  Distribution of the JJA average daily maximum temperature in °C for each ensemble (a, b), JRA-55 (c), and the bias of each ensemble (d, e) and each model separately (f-o) [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 4  Same as Figure 3, but for NET [Colour figure can be viewed at wileyonlinelibrary.com]
choice of the RCM. On the other hand, the source of this bias is out of the scope of current research. Therefore, further studies will be needed to explain the bias and provide possible correction methods.

Models also perform well for humidity (Figure S2) and wind (Figure S3). Humidity-wise, model performance is the best during the highest heat stress times, which are important for this study (0600–1200 GMT). CMIP5_ens outperformed the majority of the individual models at all times. Wind is generally overestimated in the majority of the models (Figure S3). On the other hand, while the bias percentage for wind is high, the actual values are low. Therefore, this bias does not cause significant errors in the NET calculation, while the wind speed still has an important modifying effect.

For the calculated NET, the models performed well for almost all of the times examined (Figure 2). Averaged over the whole domain, there was some negative bias in almost all of the models. For the domain daytime when the maximums occur, the bias was under 10% for most of the models. The performance of the models was examined in detail with regards to simulating maximum heat stress by calculating the JJA average of the daily maximum temperature and NET (Figures 3 and 4), as well as the 95th percentile (Figures 5 and 6) for each model and ensembles, and comparing them with the values from JRA-55.

Figure 3 shows the spatial distribution of the average summer (JJA) maximum temperatures for JRA-55 and both ensembles, as well as the ensemble and model biases. The temperature distribution showed the highest values over the Indian Peninsula, northwest China, southeast China, and parts of Southeast Asia, specifically parts of Thailand, Cambodia, and Vietnam. The lowest values were observed over the Tibetan Plateau and the Himalayan region in general. Both ensembles (Figure 3a, b) and all the models individually reproduce this distribution fairly well. CMIP5_ens (Figure 3d) outperformed CMIP6_ens (Figure 3e). This might be because CMIP6_ens is forced by only one CGCM.

While the difference between ensembles was negligible for the majority of the domain, the most notable difference was the performance over the Indian Peninsula. Temperature bias over this area in CMIP6_ens was larger (up to 8°C) and more widespread (Figure 3e), while in CMIP5_ens (Figure 3d) it was limited to the northern part of Indian peninsula. CMIP5_ens outperformed all of the individual models, with the bias over the majority of the domain being relatively small (under 2°C, aside from bias over north of Indian Peninsula which reaches 5°C.

Figure 5 95th percentile of the temperature in °C for the summer (JJA) for the CMIP5_ens (a), CMIP6_ens (b), JRA (c), and the bias of both ensembles (d, e) and each model (f–o) [Colour figure can be viewed at wileyonlinelibrary.com]
Negative bias is largest over Tibetan Plateau, but is only around $-3^\circ C$. The aforementioned bias over the Indian peninsula appears to be a systematic issue partially stemming from the global models, with chains using UKESM having more significant bias of up to $9^\circ C$ in UKESM_CCLM and $8^\circ C$ in UKESM_WRF (Figure 3j, n,o).

Figure 4 shows the spatial distribution of the average summer NET. The NET distribution mainly follows the temperature distribution, with the highest and lowest values over the Indian Peninsula and Tibetan Plateau, respectively. The difference is northwest China, where the NET values were not as high, likely due to humidity differences. Both CMIP5_ens and CMIP6_ens perform reasonably well with regards to the average maximum NET. The bias of the NET (Figure 4d,e) was smaller than the bias of the temperature (Figure 3d,e). Similar to temperature, CMIP5_ens outperformed CMIP6_ens, but the difference was smaller than the difference in the temperature simulations. Most individual models performed well for both NET and temperatures, with each model having the bias in different areas.

This analysis also showed that the large part of the negative bias % shown in Figures 1 and 2 originates from the negative bias over the Tibetan Plateau, where the temperatures are low. Therefore, even the relatively small negative bias of few $^\circ C$ translates to a relatively large bias percentage. In contrast, the positive bias over the northern end of the Indian Peninsula, where the temperatures are high, translates to a low bias percentage.

Figures 5 and 6 show the spatial distribution of the 95th percentile for temperature and NET, respectively. Similar to the average maximum temperatures and NETs, the ensembles outperformed the individual models. Interestingly, there was a much smaller difference in the performance of the CMIP5_ens and CMIP6_ens for the 95th percentile than for the average maximums. Both temperature and NET show systematic bias over the northeastern coast of the Indian Peninsula, which is larger in CMIP6_ens than in CMIP5_ens. There are larger domain areas with a negative bias for 95th percentile than for the average, particularly on the northern part of the domain (Figures 5d,e and 6d,e). Similar to the averages, the 95th percentile also has a smaller bias for the NET values than for the temperature values.

As a result, all of the models performed adequately for the purpose of the current research for both average summer maximum temperatures and NETs, as well as for simulating the value of the 95th percentile. Using as many models as possible for the simulations for the end of the 21st century is important because the uncertainties in these simulations are quite high. Furthermore, while the
domain-averaged bias for each 3-hourly value for NET is larger than for temperature, this appears to be the opposite of that in the seasonal averages of the daily maximums. This is due likely to two factors: the NET values are lower than the temperature, resulting in a higher bias percentage; and the maximums do not always occur at the same time.

After analysing the model performance regarding temperature and NET, it was decided to assess the impacts of climate change without bias correction for the temperature, humidity, and wind speed. A bias correction would have added additional uncertainties to the extremes and could have produced different results depending on the method used (e.g., Iizumi et al., 2017). There is also a scarcity of studies on bias correction methods for wind and humidity.

### 3.2 Future projections

Future projections have been made using two different scenarios. Unlike RCP scenarios, which only have the
assumption of emissions, SSP scenarios consider population, economic growth, and other socioeconomic assumptions (O’Neill et al., 2017). Both RCP8.5 and SSP5-8.5 are considered “worst-case scenarios.” The CO₂ emissions at the end of the 21st century in the SSP5-8.5 are approximately 20% higher than in RCP8.5, resulting in more extreme warming (Riahi et al., 2017).

Figures 7 and 8 show the average change in the seasonal average maximum temperatures and NETs for the ensembles and each model. The projected increase in temperature was higher in CMIP6_ens (up to 10°C, Figure 7b) than in CMIP5_ens (up to 7°C; Figure 7a). The pattern and the level of the change differed slightly from model to model. In particular, the level of change appeared to depend more on the global model used than the RCM, with the GFDL-ESM2M-based model chains showing the lowest (Figure 7e,h), and the HadGEM2-AO based models showing the highest temperature change (Figure 7c,i).

In SSP5-8.5 based CMIP6_ens, one global model was used. Hence, the spread between models is smaller than in the RCP8.5 based CMIP5_ens. Taking that into consideration, there were similarities between the temperature change patterns of CMIP5_ens and CMIP6_ens. Both scenarios project a higher level of warming in the higher latitudes (Figure 7a,b). The smallest changes were projected over the northern end of the Indian Peninsula under the Himalayan mountains. In the RCP8.5, a lower change was also projected over Bangladesh and Myanmar. On the other hand, these areas already experience extreme heat during the summer in the current climate. Therefore, even with the change being smaller than in the rest of the domain, it might significantly affect human lives in this densely populated area. Regarding NET, the change patterns closely followed the temperature pattern, with the change being greater for the NET than for the temperature (Figure 8). Similarly, as with temperature, the projected change was several degrees C higher in the SSP5-8.5 than in the RCP8.5. The projected change in heat stress was higher than the temperature, highlighting the importance of considering other factors when researching future climate projections rather than just...
temperature and precipitation. This high increase in heat stress could pose a significant danger to the ecosystems and the human lives in all areas affected by it.

Figure 9 shows the projected temperature and NET rise over the different domains for the RCP8.5 (CMIP5 models) and SSP5-8.5 (CMIP6 models) scenarios. The change in temperature is projected to be highest in the northwest part of the domain (northwest China and Mongolia region, NW) in both RCP8.5 (4.2–7.3°C) and SSP5-8.5 scenarios (9.7–10.6°C). While on average the rise in NET is projected to be higher than the rise in temperature for all models (by around 0.5°C on average in RCP8.5 and around 1°C on average in SSP5-8.5), some of the models predict different scenarios for some of the regions (e.g., HG2_CCLM predicts higher temperature than NET rise for NW in RCP8.5 scenario). Additionally,
the smallest rise is projected in the Southeast Asia (SEA) in the RCP8.5 (2.7–4.1°C), and southeast India (SEI) in SSP5-8.5 scenario (4.0–5.3°C). Model spread for most regions is much larger in RCP8.5 scenario, likely due to the fact that more models have been used, with the largest spread being over northeast China (NEC) and NW in RCP8.5 scenario and over Tibetan Plateau (TI) in SSP5-8.5 scenario. The differences between increase in NET and temperature are the highest in Korean Peninsula (KO) and Japan (JP), with increase in NET being 0.7/0.8°C in RCP8.5 and 1.1/1.3°C in SSP5-8.5 higher than increase in temperature for KO and JP, respectively. NW is the only region for which projected change in NET and temperature are approximately the same on average. This is most likely because that region is less humid in general, and therefore the changes in NET follow closely the changes in temperature.

Finally, the important factor in heat stress change is not just the change in the average summer values but the frequency of the extremes. Previous research showed that extreme events are projected to increase in the future (Li et al., 2018). Therefore, this study examined how frequent the values over the historical 95th percentile are projected to be at the end of the 21st century. Figures 10 and 11 show the results for the temperature and the NET, respectively. The figures show the percentage of the summer days with the temperature over the historical 95th percentile value for each grid point. The changes in the percentage of days over 95th percentile appeared to be inflated in the ensembles (Figures 10a,b and 11a,b) compared to the results from each model (Figures 10c–l and 11c–l). The reason might be that the models predict the highest increases in slightly different parts of the domain, such as chains including HadGEM2-AO predicting a larger increase in the northwest part of the domain (Figure 10c,i), while the MPI-ESM-LR and GFDL-ESM2M-based chains predict larger increases in the middle of the domain (Figure 10d,e,fj). Therefore, the analysis focused mainly on the individual models and the similarities and differences between them. All the models agree on the 95th percentile value becoming a common occurrence (>30% in RCP8.5 and >50% in SSP5-8.5 for most of the domain). In some areas already impacted by high heat stress, such as Thailand, Cambodia, and SE China, the 95th percentile values are predicted to become the standard (>80% of days) in the SSP5-8.5 scenario. This change is even higher for the NET, meaning that the combined changes in temperature, humidity, and wind could make the experience of heat even worse (Figure 11). Even in the RCP8.5, large parts of the domain are projected to experience NETs over the current 95th percentile on approximately 50% of the days in summer. The simulations with the SSP5-8.5 predict that these values could become a daily or almost daily occurrence in large areas of the domain, mainly in Southeast Asia and parts of the Indian Peninsula.

Overall, while the average change in the temperature and NET values themselves is larger in the northern part of the domain, the changes in the frequency are more significant in the southern end of the domain, because this part of the domain already struggles with heatwaves in the current climate. Moreover, increasing the frequency of them would adversely impact large populations living in that area.

While very few regions are experiencing NETs over 33°C in the current climate (Figure 6a–c), these areas are projected to become much wider and experience this type of heat stress much more often in a future climate (Figures 8 and 11). This could pose a large problem because human adaptability has limits. The human body needs to maintain its normal temperature. Temperature regulation becomes impossible when the combination of heat and humidity reaches the point at which there is no way for the heat to be dissipated. This can lead to heatstroke, and ultimately, death if exposed to these conditions for several hours. This study suggests that the projected change in NET could be over the limit of human adaptability in certain parts of the East Asia domain.

4 CONCLUSIONS AND DISCUSSION

Although it is expected that global warming will induce changes in climate worldwide, regional aspects can be disproportionate and nonlinear with the global temperature rise. Some areas might experience a much greater rise in temperature than the overall global level of warming, bringing unwanted consequences for ecosystems and humans. The temporal and spatial patterns of climate change on a regional scale remain relatively uncertain (e.g., Harrington et al., 2018). Therefore, it is important to quantify the possible effects to allow the local mitigation efforts.

In this study, the simulations from four CGCMs downscaled with five different RCMs to form a total of 10 CGCM-RCM chains were used to assess the regional impact of global warming by the end of the 21st century. JRA-55 reanalysis data were used to evaluate the performance of the models. The performance of the models and the ensembles was first evaluated for each variable used to calculate the NET separately. All variables used to calculate the NET, that is, temperature, humidity, and wind, were sufficiently simulated in all of the models on their own, as well as the NET itself, with temperature and
NET having smaller bias than humidity and wind. Therefore, the historical simulations of all of the models reproduced the current climate reasonably, with the ensembles outperforming the individual models, particularly CMIP5_ens. Furthermore, the model overview from this study can be a useful starting point for future research on more specific areas because it shows that some models perform better in some areas than others, such as the HG2_MM5 chain having a positive bias over the north and west parts of the domain while performing well over Japan (Figure 4f) and the MPI_MM5 chain performing well over Southeast Asia (Figure 4g).

The simulations for the end of the 21st century with RCP8.5 and SSP5-8.5 both showed overall increases in temperature, which are consistent with previous studies, as well as an increase in NET. The projected increase in NET was higher than the increase in temperature itself in most of the regions, leading to the worse experience of heat stress (Figure 9), with the models having largest spread over NW and NEC in RCP8.5, and over TI in SSP5-8.5 scenario for both temperature and NET. In addition, this study showed that while the increase in temperature and NET itself was higher over the northern part of the domain, the increase in the frequency of the extreme values was higher over some of the already vulnerable parts of the domain, such as Southeast Asia, and parts of the Tibetan Plateau. The magnitude of the change, that is, the average rise in temperature and NET was mostly dependent on the choice of the scenario. The overall higher emissions in SSP5-8.5 translate into higher projected temperatures and NETs overall. The details of the warming patterns, on the other hand, were more dependent on the CGCM and RCM choices, rather than the scenario choice.

Humans have a certain threshold of tolerance to high temperatures and humidity—the absolute limit of human adaptability is the wet bulb temperature of 35°C. While the human limit for NET is not exactly defined, even in the current climate the summer heatwaves are often deadly. The findings of this study, that is, those extreme temperatures becoming a very common occurrence (Figures 10 and 11), along with rise of NET being higher than rise of temperature itself (Figures 7 and 8) support Im et al. (2017), who predicted that certain densely populated areas would exceed the threshold of human adaptability by the end of the 21st century. This could have an immense impact on the populations living in those areas, effectively making them more difficult, if not impossible, to live in and displacing millions of people. Therefore, it is a high priority to limit the climate change as much as possible, through the global cooperation on lowering the greenhouse emissions. While the effects of the climate change can have much higher impacts locally, mitigating the climate change also requires global action. Additionally, knowing the possible local impacts of climate change allows for some adaptations—for example, adapting food production to the cultures that will thrive in hotter environments, adjusting planting periods to provide higher yields, and other agricultural adjustments (Aryal et al., 2020). Furthermore, knowing that some areas are likely to become uninhabitable in the future would allow more time for the slower, gradual movement of the people from those areas.

Present study has a potential limitation in the fact that urban parameterization has not been used in the model simulations, and therefore the effects of heat stress changes in megacities are not taken into account. Urban parameterization is a very important factor in the very high-resolution models, where the effects of heat islands can be shown, but also has impact on somewhat coarser resolution scale. However, Katzfey et al. (2020) showed that the effects of urban parameterization on maximum temperatures are small and not statistically significant at 50 km resolution in Asian region. Huszar et al. (2014) showed the similar thing using RegCM that the impact is important when simulating nighttime temperatures, but less so when simulating daytime temperatures. As the current study focuses on the general changes in the maximum daytime heat stress over the East Asia domain, rather than megacities and their surroundings, applying urban parameterization likely would not change results, but it is something to be taken into account when researching heat stress over the smaller areas, especially over densely populated megacities (e.g., Argüeso et al., 2015; Yang et al., 2016; Takane et al., 2020).
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